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Server Guy



HPC Facts

• Chinesse Tianhe-2 (MilkyWay -2 ) -
Number 1 in top 500 with 3.12 million 
Cores(processors).

• 34 petaFLOPS ( Floating Point 
Operations / Second ). Sciama 10 
teraFLOPS.

• In Top 500 - USA=213, China=37, 
UK=29

• 75% of Top 500 use Intel processors.

• Race for first ExaFlop (exescale) .

China’s National University of Defense 

Technology



To illustrate how we use an HPC we 
will set ourselves a problem …..

What is the answer to the ultimate 
question of Life, the Universe , and 
Everything ?

C: Hitch Hikers Guide to the Galaxy



Start with small data, test with 
larger and then run with full…..

What is the answer to the ultimate 

question of Life, the Solar System , and 

Everything ?

What is the answer to the ultimate 

question of Life, the Galaxy , and 

Everything ?



Back to 

Basics



Back to 

Basics



In order to solve our problem we 
need a “Program” to run.





HPC is all about

Getting access to 

Memory.



10,000 CPU Hours
(Check Point Restarts) 

3 Gbytes Memory

2 Tbytes Disk

Answer

63



Galaxy Problem

100,000 CPU Hours (10 Years elapsed)

30 Gbytes of Memory

20 Tbytes of Disk



Galaxy Problem

100,000 CPU Hours

30 Gbytes of Memory

20 Tbytes of Disk



OpenMP - Multi Threaded Executable 



10 x Faster so

100,000 Cpu Hrs

goes to 

10,000 Elapsed Hrs 



Very Slow

Quite bulky

2T-3TBytes

Cheap





Commodity Disks 







10,000 Hours Elapsed (Parallel Processing)

30 Gbytes Memory (Large memory boards) 

20 Tbytes Disk (Direcly Attached Storage)

Answer

54



Universe Problem

10,000,000  CPU Hours (1000 years)

3T Bytes Memory

200 Tbytes Disk



Commodity is Cheap – Specialised is Expensive



Commodity 

Cluster

Nodes (10 Cores)

Required:-

10,000,000 CPU Hours

3T Bytes Memory

Distributed Over 100

Nodes (100x10 cores):-

10,000 Hours Elapsed

30Gbytes / Node



Message Passing Interface - MPI







Shared Storage

100’s TBytes

Network File System Clients
A change made by one Node 

will be seen by all others.

(Require 200TBytes)



Universe Problem

10,000 Hours Elapsed

3 Tbytes Memory

200 Tbytes Disk

Answer

42
C: Hitch Hikers Guide to the Galaxy

(Distributed Cores)

(Distributed Memory)

(Network File Server)



So long …. and thanks for all the fish !!

C: Hitch Hikers Guide to the Galaxy





Sciama Network



Use of Remote Login Client

33









Executable and Jobscript setup in 

Login Layer



Jobs submitted to the queues

> qsub –q  Queue1 run_script.sh



Scheduler prioritises and deems a 

job ready to run. 

Job passed to 

resource manager



Resource manager (Torque) 

checks for available resources.



Job either runs in the compute pool 

or returns to queue



So long …. and thanks for all the fish !!

C: Hitch Hikers Guide to the Galaxy


